
 

European Journal of Engineering Science and Technology 
ISSN 2538-9181 

 

 

______________________________ 

* Corresponding Author E-Mail Address: karuna@gc11.ac.in, https://orcid.org/0000-0001-7995-8956  

 

© The Author(s). 2021 Open Access. This article is licensed under a Creative Commons Attribution 4.0 International License. 

Performance comparison of Classifiers on Twitter Sentimental 

Analysis 
 

Shruti Wadhwa 1 and Karuna Babber 2* 

 
1 Nidus Technologies Pvt. Ltd., Chandigarh, India 
2 Post Graduate Government College, Chandigarh, India 

 

ARTICLE INFO  ABSTRACT 

Keywords:  

Twitter 

Sentimental analysis 

Machine learning 

Classifiers and algorithms 

 

 Twitter sentimental analysis is the way to examine polarity in 

tweeted opinions. The computational process involves 

implementing machine learning classifiers to categorize the tweets 

into positive, negative and neutral sentiments. To identify a suitable 

classifier for the task is a prime issue. In this paper we have presented 

the performance comparison of base classification techniques like 

Decision Tree, Random Forest, Naive Bayes, K-Nearest Neighbour 

and Logistic Regression on analysis of tweets. The results thus 

obtained show Logistic Regression analyze tweets with highest 

accuracy rate of 86.51% and the least performer comes out to be K-

Nearest Neighbour with an average accuracy rate of 50.40%.  

 

1. Introduction 

Twitter with more than 321 million users across the globe contributes to a daily average of 

500 million unstructured social media data [1]. The textual data is one form of unstructured 

data. The people can post, read, update the short text messages called ‘tweets’ on this platform. 

Through tweets users can express their views, share opinions about a particular topic. The 

Sentimental Analysis (SA) is the way to categorize the polarity of a text message “tweet” in 

this case. This technique is being used in varied fields like politics, e-commerce, entertainment 

or public sectors. Many e-commerce companies are using SA to monitor customer/consumer 

opinions and to further recommend customers the best product based on this analysis. The 

prime task of twitter SA is to check the mood of users’ opinions that is the user tweet is a 

positive opinion or a negative one [2]. This task surely has its own challenges like acronyms 

and abbreviations used in tweets make it difficult to understand its mood, secondly many 

tweets contain informal language and show limited indication about the various and differing 

sentiments.  

The base classifiers like Naive Bayes, Logistic Regression, K-Nearest Neighbour, Decision 

Tree and Random Forest can be used for Twitter SA. Since all the classifiers are based on 

different techniques the result of analysis of tweets is likely to vary. This paper presents the 

performance comparison of the basic classifiers on Twitter SA. The related work is presented 

in section 2 and in section 3 the data description with visualizations of data analysis are 

provided. The comparison and result analysis is carried out in section 4. The section 5 finally 

concludes the paper with the directions of future work.  

 

2. Related Work 

The sentimental analysis is bracketed under Natural Language Processing task. Initially a 

document level classification [3] was done, the work was further extended to sentence level 

[4] and more recently SA is performed at phrase level [5, 6]. The others [7, 8] use positive 

emoticons like “☺” and negative emoticons like “” to segregate tweets. For feature 
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extraction unigram, bigram and n-gram along with Parts-of-speech (PoS) are used by some 

researchers [9, 10, 11]. The carefully chosen linguistic features can contribute to classifier 

accuracy [12, 13]. A survey on SA algorithms and applications [14] provides an insight. The 

researchers [15] determined sentiments with hashtags and emoticons. The PoS and lexicons 

have been used as linguistic resources [16, 17]. In [18] an efficient ensemble classifier is used 

for SA. The hashing and Bag-of-words (BoW) are used for feature representation in SA [19]. 

The ensemble classifier based on ‘Majority vote’ is provided in [20]. The hashing feature is 

used with logistic regression base learner technique in SA [21]. The authors [22] used n-grams, 

sentiwordnet, PoS and lexicons as feature set for SA. The work in [23] clarified that the 

sentiment of a specific phrase may differ from the sentiment of whole tweet. The authors [24] 

developed an ensemble technique with bootstrap aggregation, specific feature set and datasets 

for twitter SA. The more accurate classifiers for SA are discussed in [25]. The literature work 

indicates careful extraction of features along with appropriate selection of classifiers for an 

accurate SA.  

 

3. Data Description 

Twitter provides microblogging services that allow users to post short real time messages 

(restricted up to 140 characters in length) known as ‘tweets’. As a result users here use 

emoticons, acronyms (like gr8t - great, lol – loads of laughter, bff – best friend forever), miss-

spell words or use special characters to express special meanings. A brief description of tweets 

is given below: 

i) Emoticons: These represent facial expressions pictorially represented by punctuation letters 

or otherwise to express the positive or negative mood of user like: “☺” and “”.  

ii) Hashtags: To increase the visibility and highlight the topic of their comment generally users 

use hashtags.  

iii) Special Character: The users type “@” to refer their tweet to other users. The other special 

character like “#” is used to express special meaning. 

 

3.1.Data Pre-processing 

We acquire 18,000 tweets from the site by streaming process. No location, language or other 

restriction was imposed to fetch these tweets. The data pre-processing is done to decrease the 

size of the feature set and to make it suitable for classification purposes. The following steps 

are followed for pre-processing the tweets. 

i) Emoticons are replaced with meaningful sentimental text. 

ii) Punctuation symbols are removed from the tweets. 

iii) Stop words are removed from the tweets. 

iv) “Stemming” is performed to de-value the word to its root word. 

v) “Slangs” are converted to equivalent meaningful words. 

This leaves us with 18,000 tweets of 32107 words. In total 15 to 25 percent data is used for 

testing of SA. Figure 1 shows the pre-processed twitter data. We use base classifiers like 

Decision Tree, Random Forest, K-Nearest Neighbour (KNN), Logistic Regression, and Naive 

Bayes to check their performance and accuracy rate on twitter SA.  
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Figure 1. 

Twitter pre-processed data 

 

3.2. Sentiment Classification Using Base Classifiers 

Base classifiers are widely used on sentimental analysis. The detail of these classifiers is 

provided below: 

 

3.2.1. Naive Bayes (NB) 

This is a probabilistic classifier and applies ‘Bayes’ theorem with strong independence 

assumptions between features [26]. NB computes posterior probability using the below given 

formula: 

Posterior probability =
likelihood X prior probability

Evidence
 

 

The confusion matrix of NB is drawn (figure 2) wherein the 25% of twitter data is taken into 

consideration for testing. The NB performed fairly well with the correctly identified positive 

tweets 1366 (represented by ‘1’) out of the total 1595 positive tweets. The same pattern 

followed with correctly identified negative tweets 1153 (represented by ‘-1’) out of the total 

1359 negative tweets but the accuracy rate drops little on neutral tweets with the correctly 

identified neutral tweets 963 (represented by ‘0’) out of the total 1546 neutral tweets.  

 

 
Figure 2. 

Confusion matrix of Naive Bayes algorithm on twitter SA  
 

The figure 3 presents the weighted average report using Precision, Recall and F1 score rate of 

NB classifier. Although the F1 score of neutral tweets dipped little in comparison to positive 

and negative tweets but the overall weighted F1 average score of 77% indicates the above 

average performance of NB on twitter SA.  
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Figure 3. 

Naive Bayes weighted average report 
 

3.2.2. Decision Tree (DT) 

This algorithm can be used both for classification and regression. Based on if-then-else 

construction such tree based algorithms provide high accuracy and stability especially in 

supervised learning methods [27].  

The DT classifier is used to classify the 15% of 18,000 tweets for SA (figure 4). This classifier 

shows greater accuracy of almost 88% with 821 correctly identified neutral tweets 

(represented by ‘0’) out of total 926 neutral tweets. Its’ accuracy decreases a little with 

correctly identified positive and negative tweets comes out to be 711 and 678 out of the total 

896 positive and 878 negative tweets respectively. 

 

 
Figure 4. 

Confusion matrix of decision tree algorithm on twitter SA 

 

The figure 5 shows the weighted average report rate of DT classifier implemented on twitter 

test data. The DT F1 score of neutral tweets has a maximum percentage followed by slight 

decrease in the F1 score of positive and negative tweets. This report signifies that DT 

algorithm is best on picking Bag of Words (BoW) and Parts of Speech (PoS) of text but 

performs little less on recognizing punctuation or emoticons in textual data.  

 

 
Figure 5. 

Decision Tree weighted average report 

 



European Journal of Engineering Science and Technology, 4(3): 15-24, 2021 

19 

3.2.3. Random Forest (RF) 

It is an ‘Ensemble’ of decision trees i.e. it builds multiple decision trees and then merges them 

together to get higher accuracy and stable prediction [28]. Like DT it can be used for both 

classification and regression problems.  

The RF classifier is implemented on 20% of the total 18,000 tweets. The confusion matrix 

shows (see figure 6) just like its parent classifier DT, RF performed exceptionally well with 

91% accuracy on neutral tweets (1095 correctly identified out of total 1192 neutral tweets). 

Its accuracy decreases to 74% to identify positive and negative tweets (898 and 901 correctly 

identified out of total 1203 positive and 1205 negative tweets). 

  

 
Figure 6. 

Confusion matrix of Random Forest algorithm on twitter SA 

 

The Precision, Recall, F1 score and weighted average rate of RF classifier implemented on 

twitter test data is provided in figure 7. As expected with the performance of its parent DT 

classifier, the F1 score of RF classifier is maximum for neutral tweets (83%) which slides 

further to 80 and 78 percent for positive and negative tweets. The overall weighted average 

report of RF depicts it’s profess in extracting unigram, bigram or n-gram features but little less 

proficiency in extracting punctuation marks.  

 

 
Figure 7. 

Random Forest classifier weighted average report 

 

3.2.4. K-Nearest Neighbour 

It is a non-parametric and instance-based learning algorithm as it doesn’t assume anything 

about the underlying data [29]. In KNN a feature is classified by the plurality vote of its 

neighbours.  

The performance of KNN classifier on 15% of 18,000 tweets for twitter SA shows a grim 

picture (see figure 8) with only 22 and 36 percent correctly identified positive and negative 

tweets (205 positive and 319 negative tweets out of total 896 positive and 878 negative tweets). 

The average report of KNN also shows below average performance (see figure 9). The 



European Journal of Engineering Science and Technology, 4(3): 15-24, 2021 

20 

weighted average F1 score is just 47% of all the tweets. The confusion matrix and average 

report clearly indicates its overall below average performance.  

 

 
Figure 8. 

Confusion matrix of KNN algorithm on twitter SA 
 

 
Figure 9. 

K-Nearest Neighbour classifier weighted average report 

 

3.2.5. Logistic Regression (LR) 

This classifier is purely based on the concept of probability and to calculate the probability it 

uses ‘Sigmoid Function’ also called as ‘Logistic Function’ [30].  Here the dependent variable 

is binary in nature.  

The 15% of test data is taken out of total 18,000 tweets to classify twitter data using Logistic 

Regression algorithm. The confusion matrix (figure 10) thus obtained indicates good performance 

with 94% correctly identified neutral tweets (879/926) followed by a little slid in performance with 

83% positive and 81% negative tweets (744/896 positive and 713/878 negative tweets). The 

weighted average report (figure 11) generated also shows 89% F1 score of neutral tweets followed 

by 86% F1 score of positive and 84% F1 score of negative tweets. The overall weighted average 

performance of LR classifier is 86% on twitter SA which is quite creditable. 
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Figure 10. 

Confusion matrix of Logistic Regression algorithm on twitter SA 
 

 
Figure 11. 

Logistic Regression classifier weighted average report 

 

4. Comparison and Result Analysis 

The base classifiers are implemented on twitter data to analyze the hidden sentiments of the 

tweets. The cross comparison results (see table 1) thus obtained indicates the best overall 

performance of LR classifier on all types of tweets followed by DT and RF classifiers wherein 

both are quite good to identify neutral tweets in comparison to positive and negative tweets. 

The NB classified all types of tweets with a fairly good accuracy but KNN classifier comes 

out to be below average performer with an overall accuracy rate of just 47%. The evaluation 

metrices [31] used for the purpose are illustrated below:  

 

Precision = 
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡
+ 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡

 

Recall = 
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡
+ 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡

 

F1 score = 2 *  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 

Accuracy = 
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡

+ 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡
+ 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡+ 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑆𝑡𝑎𝑡𝑒𝑚𝑒𝑛𝑡 

 

 

Table 1.  

Cross comparison of the results obtained from base classifiers. Pre, Rec and F1 refers to the Precision, 

Recall and F-measure 
Techniques Accuracy 

(%) 

Positive Class Neutral Negative Class Average 

Pre 

(%) 

Rec 

(%) 

F1 

(%) 

Pre 

(%) 

Rec 

(%) 

F1 

(%) 

Pre 

(%) 

Rec 

(%) 

F1 

(%) 

F1 (%) 

Naive Bayes 

(NB) 

77.37 78 86 82 88 62 73 70 85 77 77 

Decision 

Tree (DT) 

81.85 80 79 80 85 89 87 81 77 79 82 

Random 

Forest (RF) 

80.38 86 75 80 75 92 83 82 75 78 80 
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Techniques Accuracy 

(%) 

Positive Class Neutral Negative Class Average 

Pre 

(%) 

Rec 

(%) 

F1 

(%) 

Pre 

(%) 

Rec 

(%) 

F1 

(%) 

Pre 

(%) 

Rec 

(%) 

F1 

(%) 

F1 (%) 

K-Nearest 

Neighbour 

(KNN) 

50.40 83 23 36 43 90 58 62 36 46 47 

Logistic 

Regression 

(LR) 

86.51 90 83 86 83 95 89 88 81 84 86 

 

5. Conclusion 

Through this paper a comparison of base classifiers is performed on twitter SA. The Logistic 

Regression shows the highest accuracy of 86.51% with an average F1 score of 86% for all the 

three types of tweets. The Decision Tree and Random Forest classifiers display the near similar 

pattern, as both the classifiers analyze neutral tweets with much accuracy than the positive and 

negative tweets. The observation can be attributed by the fact that both the classifiers are little 

less efficient to extract punctuation signs and emoticons. The Naive Bayes classifier also 

performed fairly well with the accuracy rate of 77.37%. The least performer among all the 

base classifiers is K-Nearest Neighbour with the accuracy rate of just 50.40% and an average 

F1 score rate further slips to 47%. The results thus obtained can be helpful for the companies 

to analyze their product related customer opinions and also to customers to choose the best 

product based on public reviews. For future work we will work on ensemble classification 

techniques to classify public opinions.  
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